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Abstract

In recent years, there has been a growing recognition of the
need to incorporate lay-people’s input into the governance
and acceptability assessment of Al usage. However, how
and why people judge acceptability of different Al use
cases remains under-explored, despite it being crucial
towards understanding and addressing potential sources of
disagreement. In this work, we investigate the demographic
and reasoning factors that influence people’s judgments
about AI’s development via a survey administered to demo-
graphically diverse participants (N=197). As a way to probe
into these decision factors as well as inherent variations
of perceptions across use cases, we consider ten distinct
labor-replacement (e.g., Lawyer AI) and personal health
(e.g., Digital Medical Advice AI) Al use cases. We explore
the relationships between participants’ judgments and
their rationales such as reasoning approaches (cost-benefit
reasoning vs. rule-based). Our empirical findings reveal a
number of factors that influence acceptance. We find lower
acceptance of labor-replacement usage over personal health,
significant influence of demographics factors such as gender,
employment, education, and Al literacy level, and prevalence
of rule-based reasoning for unacceptable use cases. More-
over, we observe unified reasoning type (e.g., cost-benefit
reasoning) leading to higher agreement. Based on these find-
ings, we discuss the key implications towards understanding
and mitigating disagreements on the acceptability of Al use
cases to collaboratively build consensus.'

1 Introduction

There is a growing call from the public and experts alike
to regulate the development and integration of Al into so-
ciety (Pistilli et al. 2023; McClain 2025). These efforts, as
reflected in the EU AI Act (Parliament 2023), NIST AI
Risk Management framework (of Standards and Technol-
ogy 2023), and recent U.S. Executive Order (exe 2023),
have resulted in discussions about whether certain Al use
cases should be pursued at all. As these high-stakes deci-
sions shape the future of Al, it is essential to equitably de-
termine which Al use cases warrant pursuit despite poten-
tial harms, requiring diverse public and expert perspectives.
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Furthermore, to mitigate potential disagreements, we must
understand how individuals make such decisions.

One significant challenge when evaluating the acceptabil-
ity and impact of Al use cases is that their effects can be
simultaneously positive and negative, depending on the con-
text of use, functionality, and broader societal implications
(Mun et al. 2024). For instance, while educational Al can
provide affordable and accessible personal tutor, it can, at
the same time, lead to over-reliance of students and dimin-
ish the goal of education (Times 2024; Zhai, Wibowo, and
Li 2024). Thus, as Al is applied across increasingly di-
verse domains, understanding how people make decisions
about its use—especially when benefits and harms con-
flict—becomes critical for anticipating and addressing dis-
agreements about specific use cases.

To tackle this challenge, we investigate the factors and
reasoning that shape judgments of Al acceptability. First,
we assess how judgments about the acceptability of devel-
opment and use vary across different Al use cases,? and how
they relate to scenario characteristics (RQ1). Second, we
explore personal factors influencing these judgments, espe-
cially as they relate to demographic differences (Kingsley
et al. 2024) (RQ2). Third, we analyze reasoning strategies
participants use when making judgments about Al use cases,
and how those strategies do or do not relate to the judgments
that are ultimately made (RQ3).

To answer these questions, we develop a survey to collect
judgments and reasoning processes of 197 demographically
diverse participants with varying levels of experience with
Al We ask participants to report whether a certain Al use
case should be developed or not, whether they would use
such a system, and ask them to provide rationales for their
judgment and conditions that would cause them to change
their judgments (Figure 1). We perform a focused inves-
tigation of acceptability using ten Al use cases’® that we
systematically select for different risk levels, spanning two
highly-discussed domains with ongoing efforts to develop

2By use cases, we mean specific real-world scenarios or prob-
lems that an Al system is designed to address.

3We focus on text-based, non-embodied, digital systems, and
while we do not specifically discuss the Al user and subject, in our
use case description, we follow three of the five concepts used in
EU AI Act to describe high risk use cases (Golpayegani, Pandit,
and Lewis 2023): the domain, purpose, and capabilities.
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such use cases: personal health and labor replacement (Mc-
Clain 2025; Kelly 2025; Kolata 2024; Pierson et al. 2025;
Rajpurkar et al. 2022; Lee 2024). To understand characteris-
tics of Al use cases that might affect perceptions beyond cat-
egory, we vary them by required entry-level education and
EU Al risk level (Table 1).

We perform a multi-pronged analyses of people’s ratio-
nales. Drawing from moral philosophy, we examine partic-
ipants’ answers using two reasoning patterns: cost-benefit
reasoning, which assesses expected outcomes (e.g., “using
Al for this task would save time”; akin to utilitarian rea-
soning), and rule-based reasoning, which evaluates the in-
trinsic values of the action itself (e.g., “having humans/Al
perform this task would be inherently wrong”; akin to de-
ontological reasoning) (Cushman 2013; Cheung, Maier, and
Lieder 2024). We then analyze the moral frameworks partic-
ipants apply, drawing on moral foundations theory (Graham
et al. 2011, 2008), to identify the dimensions they priori-
tize in decision making. Finally, to understand conditions
under which participants might flip there decisions, we em-
ploy three dimensions based on prior studies (Solaiman et al.
2023; Mun et al. 2024): functionality (system capabilities
like performance, bias, and privacy), usage (context of sys-
tem integration, such as supervision, misuse, or unintended
use), and societal impact (effects on individuals, communi-
ties, and society, such as job loss and over-reliance).

Our empirical results show general higher acceptance of
personal health use cases over labor-replacement. While par-
ticipants’ acceptability judgments decreased with increased
entry-level education and risk for each category respectively,
professional use cases display more variability and disagree-
ments across judgments (RQ1). Acceptability significantly
varied among demographic groups and levels of Al literacy,
with lower acceptability observed particularly among non-
male participants and those familiar with Al ethics (RQ?2).
Finally, our results show varying distribution of reasoning
types across acceptability decisions, with rule-based reason-
ing being associated with negative acceptance and unified
reasoning types showing higher agreement. Further quali-
tative analysis revealed participants’ normative assumptions
about Al, humanness, and society—for example, viewing
empathy as essential to humanness but lacking in AI (RQ3).

Our findings shed novel light onto the diversity of peo-
ple’s acceptability and reasoning of Al uses in distinct do-
mains and risk levels. We conclude with a discussion high-
lighting three key implications for future researchers, practi-
tioners, and policymakers working on advancing ethical and
responsible Al development: first, diverse methodologies
are needed to effectively analyze use cases and their charac-
teristics; second, involving diverse stakeholders is crucial for
assessing the acceptability of Al applications, particularly
in workplaces; and third, further investigation into human
reasoning processes about Al, notably rule-based reasoning,
is needed to inform consensus-building in policy making.

2 Related Works

While there were many efforts towards ethical Al develop-
ment and deployment by academics (Kieslich, Diakopoulos,
and Helberger 2023; Bernstein et al. 2021; Lin et al. 2020),

industry (OpenAl 2022; Deng, Barocas, and Vaughan 2024),
and government (The White House 2023), they have largely
lacked diverse public inputs. To address this gap, many
works from both academia and civil society have sought to
meaningfully engaging lay people in assessing the impact of
specific Al use cases. Prior works have focused on antici-
pating harms (Buginca et al. 2023) and impacts (Kieslich,
Diakopoulos, and Helberger 2023; ada 2023) through par-
ticipatory foresight, uncovering diverse, sometimes diverg-
ing, viewpoints about Al biases and values (Kingsley et al.
2024; Jakesch et al. 2022; Kapania et al. 2022), and gov-
ernance efforts of Al (Zhang and Dafoe 2020). However,
to the best of our knowledge, only Mun et al. considered
development decisions by diverse lay-users with an option
of not developing a use cases. Among other findings, these
prior works from AIES and broader Responsible Al venues
revealed a substantial amount of variations in perceptions
primarily among demographic lines (e.g., gender, race, po-
litical leaning) regarding the desired behavior of Al

However, little attention has been given to identifying
reasoning of participants over Al use cases. While some
works have identified decision variations under ambiguous
ethical implications of decisions made by Al for certain
tasks (e.g., self driving cars (Awad et al. 2018), medical Al
(Chen et al. 2023), predictive analysis (Barocas and Selbst
2016)) and inherent value conflicts (Jakesch et al. 2022),
these works have not focused on self-reported reasoning.
Thus, our work addresses gap by closely examining the de-
tailed, self-reported reasoning processes of lay people re-
garding the acceptability of Al use cases without explicitly
guiding towards outcome-based (i.e., utilitarian) or value-
based (i.e., deontological) reasoning, allowing participants
to freely choose and express their deliberation process.

3 Study Design and Data Collection

To answer our research questions on how and why people
judge Al use cases as acceptable, we conducted a survey-
based study with demographically diverse participants. In
this section, we discuss the selection of use cases (§ 3.1),
survey design (§ 3.2), and data collection details and partic-
ipant demographics (§ 3.3).

3.1 Use Cases

To answer RQ1 which examines the impact of different char-
acteristics Al use cases on judgments and decision making
processes, we carefully crafted ten different Al use cases as
vignettes. We first chose two broad application categories
frequently mentioned by the public in previous works (Kies-
lich, Helberger, and Diakopoulos 2024; Mun et al. 2024):
Al in labor-replacement where Al takes on a role in soci-
ety thus far done by a human as a profession (e.g., Lawyer
Al), and AI in personal health, where participants could
uniformly consider themselves as Al users. We systemati-
cally developed five use cases for each category, varying by
required education level for labor-replacement applications
and by EU AI Act-assigned risk level for personal health
applications.
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Figure 1: Five professional or personal use cases are presented in a random order. For each use case, we ask multiple-choice
questions about its development and confidence levels (Q1, Q2), free-text questions on rationale and decision-switching con-
ditions (Q3, Q4), and multiple-choice questions on usage and confidence (Q5, Q6). These are followed by questions on Al

literacy and demographics.

Use Case Factor Description

Labor-replacement Use

Lawyer Doctoral/Prof ~ Digital legal advice

Elementary Teacher Bachelor Teaches elementary students

IT Support Some college Maintains networks; tech support

Eligibility Interviewer High school
Telemarketer None
Peronal Health Use

Digital Medical Advice ~ High Risk

Lifestyle Coach

Determines benefit eligibility
Calls to sell/solicit

Medical advice pre-consultation
High/Limited  Personalized wellness advice

Health Research Limited Summarizes personal health info
Nutrition Optimizer Lim./Low Personalized meal/nutrition tips
Flavorful Swaps Low Suggests healthy food alternatives

Table 1: Study use cases by category. Descriptions are ab-
breviated. See Appendix A.2 for full descriptions.

Labor-replacement Use Case Scenarios For the first area
of focus, Al in labor replacement, we collected jobs listed
in the U.S. census bureau* and sorted them according to
entry level education required as stated in the census. We
chose education level as it has been tightly linked to socioe-
conomic and occupational status (Svensson 2006; Evetts
2006). We selected jobs that have a large portion of digi-
tal or intellectual components with minimal requirement for
embodiment resulting in following five professional roles:
Lawyer, Elementary school teacher, IT support specialist,
Government support eligibility interviewer, and Telemar-
keter. See Table 1 for further details.

Personal Health Use Case Scenarios To understand the
acceptability of different health applications in personal and
private life, we drew from use cases written by participants
from prior works (Mun et al. 2024; Kieslich, Helberger, and
Diakopoulos 2024) to systematically craft use cases which
varied by risk levels according to EU Al Act. We ensured
accurate reflection of the risk levels through iterative refine-
ment of descriptions and agreement with categories assigned
by GPT-4, following Herdel et al.. See Table 1 for further de-
tails.

3.2 Survey Design

Our survey presents participants with five use case descrip-
tions in random order, all from randomly assigned category,

*https://www.bls.gov/ooh/occupation-finder.htm

labor-replacement or personal health (see § 3.1 for details).
After each description, participants answer: “Do you think
a technology like this should be developed?” (Q1) and then,
“How confident are you in your above answer?” (Q2). To al-
low for examining of their reasoning, participants then pro-
vide open-text rationales by finishing the sentence, “[Use
Case] should [not] be developed because...” (Q3), adjusted
dynamically depending on their answer to Q1. Participants
also described that they would switch their opinion on ac-
ceptability of development of the use case: however, “[Use
Case] should [not] be developed if...” (Q4; also dynamically
rephrased based on Q1 answer). Subsequently, they answer,
“If [Use Case] existed, would you use its service?” (Q5) and
express confidence with, “How confident are you in your
above answer?” (Q6). Refer to Table 6 in the Appendix for
the exact wording of the questions.

Collecting Participant Characteristics Following the
main survey, we asked participants questions about their Al
literacy level and demographics to explore various factors
affecting perception of Al acceptance (RQ2). We adopted a
shortened version of Al literacy questionnaires from previ-
ous works (Wang, Rau, and Yuan 2023; Mun et al. 2024)
with four Al literacy aspects, Al awareness, usage, evalua-
tion, and ethics, and two additional questions for generative
Al usage frequency and familiarity with limitations. We col-
lected demographic information of the participants such as
race, gender, age, sexual orientation, religion, employment
status, income, and level of education; see Appendix 7 for
detailed list of questions. Additionally, we collected infor-
mation about discrimination chronicity, i.e., prolonged ex-
periences of everyday discrimination, of their discrimination
experiences (if any) following Kingsley et al..

3.3 Data Collection and Participant
Demographics

We used Prolific® to recruit participants. To represent diverse
sample, we stratified our recruitment by the ethnicity cate-
gories (White, Mixed, Asian, Black, and Other) and age (18-
48, 49-100) as provided by Prolific. We also added criteria
for quality such as survey approval rating and number of pre-
vious surveys completed. Our study was approved by IRB at

Shttps://www.prolific.com



our institutions, and we paid 12 USD/hour. Our final sam-
ple consisted of 197 participants across two categories, with
professional usage assigned to 100 participants and personal
to 97. See Appendix A.3 for further details on participants.

4 Acceptability & Reasoning
Analysis Methods

Our surveys consisted of both multiple choice (numerical)
and open-text questions designed to answer our research
questions. In this section, we detail our process for numeri-
cal (§ 4.1) and open-text (§ 4.2) analysis.

4.1 Multiple Choice Analysis

We analyzed the judgment and confidence ratings by map-
ping judgment (QI1, Q5) to 1 (“Should be developed”,
“Would use”) or -1 (“Should not be developed”, “Would
not use”) and confidence (Q2, Q6) to a scale from 1 to 5.
We used numerically converted judgment, confidence, and
combined (judgmentxconfidence; -5 to 5) values as depen-
dent variables in our analysis. We used repeated-measures
ANOVAs to understand the differences in mean responses
between conditions/groups and linear mixed effects regres-
sion models (Imer) to better understand the effects of spe-
cific factors. We included a subject-specific random effect
when using ANOVA and regression models and added a use-
case-specific random effect when applicable. We factorized
demographic responses for analysis with the exception of
discrimination chronicity, which we aggregated to a numer-
ical value (Kingsley et al. 2024; Michaels et al. 2019). We
also converted responses to Al literacy questions to numeri-
cal values for analysis.

4.2 Open-response Analysis

Background: Moral Decision Making To understand
decision-making in Al use cases, we draw on moral
psychology and dual system theory. We examine two
decision-making systems: cost-benefit reasoning, which
assesses outcomes and consequences, and rule-based
reasoning, focusing on norms, rules, and virtues (Cushman
2013; Cheung, Maier, and Lieder 2024). These correspond
to utilitarian reasoning (maximizing good) and deonto-
logical reasoning (adhering to moral duties and rights),
respectively. Additionally, we apply moral foundations
theory (Graham et al. 2008) to identify values and potential
moral conflicts in Al development.

To assess the reasoning methods used by the participants,
we analyzed the open-text responses on elaborations to their
decisions (Q3) and circumstances in which their decisions
would switch (Q4) along the following three dimensions:
reasoning types (cost-benefit, rule-based, both, unclear),
reference to moral foundations® (Care, Fairness, Purity, Au-
thority, Loyalty), and switching conditions (Functionality,

®We used the five foundational dimensions: Care, Fairness,
Loyalty, Authority, and Purity. Although these dimensions have
been updated to encompass a broader range of values beyond
WEIRD (White, Educated, Industrialized, Rich, and Democratic)
populations (Atari et al. 2023), we selected this version for survey
brevity.

Usage, Societal Impact). By analyzing reasoning types and
moral values reflected in the participants’ justifications, we
aim to characterize how participants made their decisions,
and by analyzing various factors such as primary concerns
in switching condition, we aim to discover what aspects
were salient for the participants in their decisions.

Classification and Aggregation We classified partici-
pants’ responses to Q3 (elaboration of judgment) and Q4
(conditions for switching decisions), totaling 985 samples
for each question, using OpenAl’s gpt-40’. To validate the
model’s classification performance, results were compared
with a reference set of 100 samples annotated by three inde-
pendent annotators, comprised by members of the research
team and a professional annotator. Initially, each annotator
independently assessed the data, and then consensus was
reached through discussion to establish a gold standard set.
The inter-rater agreement between the gold standard and
ol-mini’s annotations was evaluated using Gwet’s ACI
metric, chosen for its robustness with infrequent labels
(Wongpakaran et al. 2013). While the agreement levels var-
ied, ranging from almost perfect to moderate (0.98-0.57),
all dimensions had above substantial agreement except
Societal Impact. Annotations for cost-benefit reasoning,
rule-based reasoning, and authority reached near-perfect
agreement. Due to minimal occurrences in both human and
LLM annotations, the moral foundation dimension Loyalty
was excluded from further analysis. The annotations were
conducted based on presence or absence of the values and
were converted into binary format for statistical analysis.
See Appendix C for further details on agreement and
automatic annotation settings.

5 Findings

Our work aims to uncover variations in acceptability of Al
use cases and factors and reasoning processes that under-
lie these judgments. In this section, we discuss our findings
about the judgments of the Al use cases (§5.1), personal fac-
tors that may influence the decision such as demographics
and Al literacy (§5.2), and factors in rationales that could
uncover reasoning processes that lead to judgments (§5.3).

5.1 RQI1. Use Case Perceptions & Disagreements

In our analysis, we investigated the effects of use cases
on participants’ judgments using our ten use case Vi-
gnettes. Overall, acceptability statistically differed among
the two categories (ipry(983) = —9.05,p < .001;
tusacr(983) = —5.50,p < .001). Notably, personal
health use cases had higher acceptability (Mpry =
0.68,SDDEV = 0.74; MUSAGE = 0'517SDUSAGE =
0.86) than labor-replacement use cases (Mprpy =
0-187SDDEV = 0.99; MUSAGE = 0'1875DUSAGE =
0.98). See Figure 7 in Appendix B for additional category
comparison results.

Labor-replacement  Use  Cases Exploring  spe-
cific use cases within the labor-replacement cate-
gory (Figure 2), we observed that Elementary School

Tgpt-40-2024-11-20
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Figure 2: Labor-replacement use case means and distributions of numerically converted Judgment, Confidence, and
Judgmentx Confidence. First row shows results for development decisions (Q1, Q2) and second row shows results for us-
age decisions (Q5, Q6). ANOVA results for use cases are shown above each panel. Within subject test was performed using
Student’s t-test with Holm correction. * denotes following significant p-values: ***p < 0.001; **p < 0.01; *p < 0.05. Use case

names were shortened.

Teacher Al (Mpry = —0.24,SDpgy = 0.98;
MUSAGE = _0'147SDUSAGE = 100) had the low-
est acceptability for both types of judgments followed
by Lawyer Al (Mpgy = 0.04,SDpgy = 1.00) and
Telemarketer Al (Mygage = —0.08,SDysage = 1.00)
where their near zero mean suggest disagreement within
judgments. Interestingly, IT Support Specialist Al had the
highest acceptability (Mpgy = 0.66,SDpry = 0.76;
Mysace = 0.78,SDysage = 0.63) despite human
replacement potential and median education level.

Personal Health Use Cases In personal health use scenar-
ios, Digital Medical Advice Al (Mpgyv = 0.34, SDpgy =
0.95; Mysace = 0.24,SDygace = 0.98), reflecting
high risk usage, consistently had lower acceptance across
judgment types, compared to all other use cases. Nutrition
Optimizer (Mpgy = O'SG’SDDEV = 0.92; MUSAGE =
0.69, SDysage = 0.73) had the highest mean acceptance
across both acceptability judgments. Interestingly, unlike the
labor-replacement use cases which had slightly higher ac-
ceptance for usage, personal use cases had lower acceptance
for usage in general compared to development.

Use Case Variations When selecting use cases, we used
two underlying variations: entry level of education required
for labor-replacement use cases and EU Al risk levels for
personal health. As risk levels and required education in-
creased, we observe consistent negative effects on judg-
ments, with personal health use cases showing stronger ef-
fects (Bpryv = —0.11,p < .001; Bysage = —0.10,p <
.001) compared to labor-replacement scenarios (Bpry =
—0.08,p < .01), where only development judgments were
significantly associated. Confidence ratings showed a small
but significant decrease with increasing risk levels in per-

DEV(B(SE)) USAGE(B(SE))
Judg. Conf. Judg. Conf.
Labor-replacement
Coeff. —0.08"7(0.03) —0.00(0.02) 0.00(0.03) —0.03(0.03)
Bo 0.437**(0.10) 3.97***(0.10) 0.17(0.10) 4.04***(0.10)

Personal Health

Coeff. —0.11***(0.02) —0.08™**(0.02) —0.10"**(0.02) —0.09***(0.02)
Bo 1.02**(0.08) 4.20***(0.10) 0.80***(0.09) 4.05***(0.11)
***p < 0.001; **p < 0.01; *p < 0.05

Table 2: Mixed-effects models: use case factor effects (es-
timate; SE, 5y denotes intercept) for judgment and confi-
dence, split by labor-replacement/personal health. Use case
variations are numerically coded from 1 (lowest risk/educa-
tion) to 5 (highest risk/education). Bold indicates p < 0.05.

sonal health use cases (Bpgy = -—0.08,p < .001;
Busage = —0.09,p < .001), while labor-replacement use
cases showed no significant impact on confidence.

Disagreements We compare the standard deviation of
judgments weighted by confidence to understand possible
disagreements and their strength among use cases. Inter-
estingly, the use cases with four highest disagreements in
both judgments were all labor-replacement uses in order of
Telemarketer (SDpgry = 4.08; SDygage = 4.21), Ele-
mentary School Teacher (SDpgry = 3.99; SDysacge =
4.09), Lawyer (SDpry = 4.00; SDysage = 3.99),
and Government Eligibility Interviewer Al (SDprpy =
3.96; SDysace = 3.89). These four use cases were fol-
lowed by Digital Medical Advice Al (SDpgy = 3.80,
SDysage = 3.83). The use cases with the lowest disagree-
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Figure 3: Personal health use case means and distributions of numerically converted Judgment, Confidence, and
Judgmentx Confidence. First row shows results for development decisions (Q1, Q2) and second row shows results for us-
age decisions (Q5, Q6). ANOVA results for use cases are shown above each panel. Within subject test was performed using
Student’s t-test with Holm correction. * denotes following significant p-values: ***p < 0.001; **p < 0.01; *p < 0.05. Use case

names were shortened.

ments were surprisingly Nutrition Optimizer (SDpgry =
2.16; SDygace = 3.03) followed by IT Support Specialist
Al (SDDEV = 3.08; SDUSAGE = 2.65).

RQ1 Takeaways Our results show that there are signifi-
cant variation in judgments based on use case characteristics
such as category, EU-defined risk level, and, to some extent,
required education level for labor-replacement cases. The
uniquely negative response to the Elementary School
Teacher Al highlights potential concerns specific to care
work. High disagreement in labor-replacement scenarios
underscores the need for cautious integration of Al into
existing roles. In contrast, the consistent positive judg-
ments for IT Support Specialist Al suggest that not all
labor-replacement use cases are viewed equally, indicating
the need for nuanced understandings of acceptability. We
further examine this variability in § 5.3.

5.2 RQ2. Impact of Personal Factors on
Acceptability Judgment

Demographic Factors As shown in Table 3, several
demographic factors significantly influenced use case
judgments.® Across both categories of use cases, certain
age groups were positively associated with confidence
in usage: 25-34 (Byspge = 0.41, p < .05) and 55-64
(Busage = 0.48, p < .05). Race also had notable influ-
ences; specifically, Asian participants exhibited significantly
lower confidence in both development and usage judgments

(BpEv = —0.37, p < .01; fysace = —0.33,p < .05),
particularly in labor-replacement contexts.

8Prior to analysis, we observed that the independent variables
in the model had less than 0.5 correlation, except for age 65+ and
Retired employment status.

Gender emerged as a crucial determinant, with non-male
participants consistently showing negative judgments
(Borv = —0.29, p < .001; Bysage = —0.33, p < .001),
indicating potential discrepancies in perception or experi-
ence with Al applications. Liberal views, especially among
those identifying as strongly liberal, were associated with
negative judgments across both categories of use cases
(Bpev = —1.16, p < .05; Bysage = —1.51, p < .01),
suggesting a skeptical stance towards AI’s prevalence and
role. Employment hours also contributed, with individuals
working 40+ hours per week displaying a positive associa-
tion with development (Spgry = 0.25, p < .05), suggesting
more exposure or reliance on Al use cases. High experience
of discrimination chronicity was significantly related
to lower acceptance of development (8pry = —0.36,
p < .05). See Table 25 in the Appendix for ANOVA results.

Al Literacy We identified a correlation greater than 0.5
among three Al literacy aspects: awareness, usage, and eval-
uation. To avoid multicollinearity, we aggregated them into
a single factor, Al Skills. As shown in Table 4, under-
standing of Al Ethics was associated with lower acceptabil-
ity for both personal health (Spgy = —0.05, p < .001;
Busage = —0.23, p < .001) and labor-replacement
(Bprv = —0.04, p < .05). However, across both categories,
high Generative Al Usage Frequency resulted in higher ac-
ceptance (Labor-replacement — fpry = 0.14, p < .01;
Busacge = 0.18, p < .001, Personal Health — fpry =
0.15, p < .001; Bysage = 0.19, p < .001). Notably, for
personal health use cases, Al Skills was positively associ-
ated with confidence of judgments (Gprv, ysace = 0.06,
p < .05), while Generative Al Limitation Familiarity was
positively associated with confidence for labor-replacement



DEV (8 (SE))

USAGE (B (SE))

Demographics Judg. Conf. Judg. X Conf. Judg. Conf. Judg. X Conf.
(Intercept) 0.50" (0.25) 4.08""* (0.32) 1.88 (1.09) 0.51 (0.28) 3.09""* (0.34) 1.34 (1.23)
(Intercept)1 aphor 0.24 (.38) 4.59*** (.49) 1.16 (1.66) 0.71 (.41) 3.74*** (.45) 3.09 (1.74)
(Intercept)per s 0.66 (.30) 3.76™"" (.47) 2.33 (1.34) 0.25 (.43) 2.61""" (.55) —0.16 (1.92)
Age

25-34 —0.13 (0.13) 0.04 (0.19) —0.59 (0.58) —0.22 (0.16) 0.41" (0.20) —0.99 (0.69)

55-64 —0.03 (0.16) 0.32 (0.23) —0.14 (0.69) 0.12 (0.19) 0.48* (0.24) 0.40 (0.82)

25-34pars —0.06 (.16) 0.36 (.26) —0.01 (.70) —0.14 (.23) 0.76" (.30) —0.10 (.103)
Race

Asian 0.17 (0.10) —0.37"" (0.14) 0.73 (0.44) 0.10 (0.12) —0.33" (0.15) 0.42 (0.52)

Black 0.07 (0.10) 0.24 (0.14) 0.49 (0.43) 0.07 (0.12) 0.32* (0.15) 0.53 (0.51)

Mixed 0.19 (0.13) 0.16 (0.18) 0.85 (0.56) —0.13 (0.15) 0.43" (0.19) —0.12 (0.66)

Asiang, jp o 0.40"* (.15) —0.41" (.20) 1.67" (.65) 0.20 (.16) —0.44" (.19) 0.59 (.68)

Asianperg 0.01 (.12) —0.54"" (.20) —0.05 (.56) 0.00 (.18) —0.37 (.24) 0.07 (.82)

Blackpers 0.12 (.12) 0.35 (.20) 0.94 (.55) 0.02 (.18) 0.59* (.23) 0.65 (.80)
Gender

Non-male —0.29""* (0.07) —0.05 (0.10) —1.29""* (0.32) —0.33""" (0.09) 0.10 (0.11) —1.36""" (0.38)

Non-maley 6 —0.48""" (.11) 0.03 (.15) —2.117"" (.48) —0.52""" (.12) 0.06 (.14) —2.25""" (.50)
Political View

Str. liberal —0.19 (0.11) —0.28 (0.16) —1.16" (0.49) —0.34" (0.13) 0.14 (0.17) —1.51"" (0.59)

Str. Liberaly 510 —0.25 (.18) 0.02 (.24) —1.08 (.76) —0.42" (.18) 0.58" (.22) —1.63" (.79)

Str. Liberalpg 5 —0.15 (.16) —0.53" (.25) —1.14 (.70) —0.18 (.23) —0.36 (.30) —1.01 (.102)

Liberalpe r g —0.08 (.11) —0.52"" (.18) —0.55 (.50) —0.07 (.17) —0.39 (.21) —0.38 (.74)
Education

Advancedy, ;16 0.43* (.19) —0.48 (.26) 1.39 (0.83) 0.31 (0.20) —0.40 (0.24) 1.03 (0.87)
Employment

40+ hrs 0.25* (0.11) 0.07 (0.16) 1.13* (0.51) 0.09 (0.14) 0.01 (0.17) 0.73 (0.60)
Discrimination

Highy 1y —0.36" (.18) 0.14 (.25) —1.79* (.79) —0.13 (.19) 0.27 (.23) —0.39 (.82)

***p < 0.001; **p < 0.01; *p < 0.05

Table 3: Coefficients, Standard Errors, and Significance of Demographic Factors. Models regress decision metrics on demo-
graphic factors, with random effects for subjects and use cases. Only significant factors are reported. The intercept represents
the dominant demographic group (White, Christian, Male), the lowest natural ordering (18-24, Not Employed), and median
values (Moderate, Associate’s degree). Subscripts Labor and Pers indicate labor-replacement and personal health use cases.

DEV (8 (SE)) USAGE (53 (SE))
Al Literacy Judg. Conf. Judg. x Conf. Judg. Conf. Judg. X Conf.
Labor-replacement
(Intercept) 0.07 (0.30) 3.13*** (0.33) —0.49 (1.27) —0.50 (0.32) 3.46*** (0.34) —2.44 (1.35)
Al Ethics —0.04" (0.02) 0.02 (0.02) —0.15 (0.08) —0.00 (0.02) —0.01 (0.02) —0.06 (0.08)
Gen Al Usage Freq. 0.14** (0.04) —0.00 (0.05) 0.59** (0.19) 0.18*** (0.05) —0.07 (0.05) 0.80*** (0.20)
Gen Al Limit. Familiarity —0.09 (0.07) 0.20* (0.08) —0.38 (0.28) —0.06 (0.07) 0.18™ (0.08) —0.38 (0.30)
Personal Health
(Intercept) 0.87"** (0.22) 2.72"7* (0.40) 2.81"" (1.00) 0.49 (0.30) 2.44™"" (0.45) 1.17 (1.30)
AI Skills 0.00 (0.01) 0.06* (0.02) 0.07 (0.06) 0.02 (0.02) 0.06™ (0.03) 0.15* (0.08)
Al Ethics —0.05"*" (0.01) 0.01 (0.03) —0.23""" (0.07) —0.06"" (0.02) 0.07* (0.03) —0.26"" (0.09)
Gen Al Usage Freq. 0.15*** (0.03) 0.06 (0.06) 0.62"** (0.15) 0.19%** (0.05) —0.01 (0.07) 0.79*** (0.20)

Gen Al Limit. Familiarity —0.06 (0.05)

0.00 (0.09)

—0.25 (0.21) —0.10 (0.06)

—0.10 (0.10)

—0.50 (0.28)

***p < 0.001; **p < 0.01; *p < 0.05

Table 4: Coefficients, Standard Errors, and Significance of Al Literacy Factors. Models regress decision metrics on Al literacy
factors, with random effects for subjects and use cases. Only significant factors are reported.

usage (Bpryv = 0.20, p < .05; Bysace = 0.18, p < .05).

RQ2 Takeaways

Our findings highlight the significant
role of lived experiences and backgrounds, such as age,
race, gender, political view, employment, and discrimina-

tion experience, in shaping perceptions and attitudes toward

Al technologies. Moreover, our results indicate that differ-

(Kramer et al. 2018).

ent understandings of and experiences with Al can impact
judgments of acceptability, corroborating previous findings
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Figure 4: Percentage of reasoning types (cost-benefit and rule-based) by use cases in participant provided rationales (Q3, Q4).
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Figure 5: Proportion (%) of presence of moral foundations in participant’s rationale responses (Q3, Q4) aggregated by use case.

DEV (5 (SE))

USAGE (B (SE))

Judg. Conf. Judg. x Conf. Judg. Conf. Judg. x Conf.

Reasoning Type

Cost-benefit 0.32** (0.10) 0.15 (0.15) 1.31"** (0.39) —0.10" (0.04) 0.32* (0.16)  2.40"** (0.52)

Rule-based —0.46""* (0.09) 0.43"* (0.14) —1.61""" (0.35) —0.06 (0.04) 0.25 (0.14) —0.88 (0.48)
Moral Value

Care 0.05 (0.04) —0.06 (0.06) 0.15 (0.15) —0.00 (0.02) —0.15" (0.06) —0.37 (0.21)

Fairness 0.14*** (0.04) —0.17** (0.06) 0.53""* (0.16) 0.00 (0.02) —0.08 (0.07) 0.71** (0.22)

Authority —0.20*** (0.05) —0.06 (0.08) —0.77*** (0.20) —0.00 (0.02) —0.08 (0.08) —0.54 (0.28)
Switching Condition

Usage 0.12*** (0.01) 0.02 (0.01) 0.56"** (0.02) 0.24™** (0.00) —0.04™** (0.01)

Societal Impact —0.08 (0.04) 0.00 (0.07) —0.39" (0.17) 0.03 (0.02) —0.12 (0.07) —0.74"" (0.23)

(Intercept) 0.09 (0.11) 3.88"** (0.16) 0.18 (0.44) 0.16*** (0.04) 3.81*** (0.17)  —0.53 (0.64)

=% p<0.001; " p<0.01; *p<0.05

Table 5: Coefficients (SE) and significance of rationale factors. All factors coded as binary. Only showing significant results.

5.3 RQ3. Factors in Participant Rationale

To deepen our analysis of use case acceptability, we exam-
ined open-text rationales (Q3) and decision-switching con-
ditions (Q4) related to development judgments (Q1).

Decision-making Types As we defined in § 4.2, we focus
on two distinct reasoning types for decision-making: cost-
benefit reasoning, which emphasizes outcomes (e.g., “it
gives more people access to medical advice and treatment”,
P365), and rule-based reasoning, which reflects values in-
herent in the action itself (e.g., should not be developed be-
cause “human interaction is better”, P249). As shown in
Figure 4, generally, participants used more cost-benefit rea-
soning, especially for the IT Support Specialist (91.0%) and
Nutrition Optimizer (92.8%) use cases. This result is par-
ticularly interesting as we observed these two use cases to
have the lowest disagreement (see § 5.1), suggesting unified
reasoning type may lead to more consistent judgments. On
the other hand, rationales for Elementary School Teacher Al
contained most percentage of rule-based reasoning (30.0%)
followed by Lawyer Al (22.0%), both of which were the two

use cases with lowest development acceptability.

Through further analysis of the influence of rationale fac-
tors on judgments using a mixed-effects model (Table 5), we
found that use of cost-benefit reasoning in rationale is pos-
itively associated with development acceptability (Sprpy =
0.32,p < .01), while rule-based reasoning is negatively as-
sociated (Bpgpy = —0.46,p < .001). Interestingly, for us-
age, cost-benefit reasoning was negatively associated with
acceptability (Bysagg = —0.10, p < .05) but positively for
judgment weighted by confidence (Bygsagr = 2.40,p <
.001). This suggests that, although cost-benefit considera-
tions may reduce usage acceptance, they boost confidence
when judgments are favorable.

The significant negative association of rule-based reason-
ing with judgments indicate that for certain contexts, the in-
herent action of using Al is viewed negatively. Participants
cited diverse concerns related to Al itself (e.g., “because it
would not have human sympathy”, P16), human needs (e.g.,
“Humans need human interactions in order to learn prop-
erly”, P44), societal impact (e.g., “Overreliance on Al ...”,
P132), and morality (e.g., “Having artificial intelligence try



and sell you things is immoral”, P13). These results suggest
that AI’s acceptability heavily lies in its positive outcomes
but can be outweighed by established rules.

Moral Foundations Beyond reasoning types, we explored
moral foundations to provide insights into what values are
relevant for Al use case decisions (Figure 5). For exam-
ple, P12 responded that Elementary School Teacher Al use
case should be developed because it “could give elementary
schooling to children who are bed ridden...”, which was an-
notated with both values of Care (focusing on the well-being
and nurturing of bed-ridden children) and Fairness (focus-
ing on fair access to education). Upon analysis, we observe
that Care (i.e., dislike of pain of others, feelings of empathy
and compassion toward others) was the most prevalent moral
foundation in participants’ rationales across the use cases in
both categories (48%). Interestingly, Care could be invoked
in both positive and negative regards for Al, as conveyed by
P385 who noted that Customized Lifestyle Coach Al should
be developed because “it may help improve some people’s
health” but would change their decision if “it caused harm
to even one person.”

Although Care was the most dominant moral founda-
tion overall, Fairness emerged more prominently in context-
specific evaluations such as Lawyer Al (41%) and Govern-
ment Eligibility Interviewer Al (66%). These results could
be due to the characteristics of the use cases, such as
their main purpose and function; as noted by P88, Govern-
ment Eligibility Interviewer should be developed because
“it might be less biased and therefore more fair in it de-
cisions (sic)”. Authority was most apparent in participant
rationales for Lawyer AI (28%) and Purity for Flavorful
Swaps (27%). Moreover, Fairness in rationales had posi-
tive associations with acceptance (Spry = 0.53,p < .001,
Busace = 0.71,p < .01; judgment weighted by confi-
dence; see Table 5).

Switching Conditions We further explored the flexibility
of participants’ judgments to understand possible mitigation
of disagreements through criteria for switching their deci-
sions (Figure 6). Functionality (53%; e.g., Medical Adivce
Al should not be developed if it “consistently or had a high
percentage of failure to diagnose correctly.”, P373) was the
most commonly noted condition for switching decisions in
both directions (positive to negative and vice versa). This
was followed by Usage (40%; e.g., Government Eligibility
Interviewer should be developed if “it was only used to read
and screen applications but not for making decisions”), So-
cietal Impact (36%; e.g., Lawyer Al should not be developed
if “it puts too many human lawyers out of work”, P97), and
Not Applicable (7%; e.g., will not change decision).
Interestingly, for labor-replacement use cases Societal Im-
pact (45%) was more frequently mentioned as switching
conditions followed by Functionality (43%), whereas Func-
tionality (53%) was more frequently mentioned than Soci-
etal Impact (37%) for personal use cases. Frequency of So-
cietal Impact in labor-replacement use cases could be closely
linked to concerns of labor replacement: as described by
P296, if Elementary School Teacher Al “was to replace
teachers with the ai to save money”, they would switch

their decision from positive to negative. Moreover, for all
use cases except Elementary School Teacher Al participants
tended to switch from positive to negative decisions for lack
of functionality reasons. In contrast, for Elementary School
Teacher Al, the most common shift towards acceptability
when the use case showed a positive societal impact (38%).
As shown in Table 5, mentions of Societal Impact as condi-
tions to switch decisions were more negatively associated
with judgments (Spry = —0.39,p < .05, Bysage =
—0.74, p < .05; judgment x confidence). However, em-
phasis on Usage (Bpry = 0.12, p < .001) as a condition to
reverse their decisions was positively associated.

RQ3 Takeaways Reasoning types varied by context, with
rule-based reasoning more common in contested use cases
and negatively associated with acceptability, while cost-
benefit reasoning showed a positive association. The moral
foundation of Care was especially salient, highlighting its
importance in Al judgments. When explaining what might
change their decisions, participants most frequently cited
Functionality for personal health use cases and Societal
Impact for labor-replacement, underscoring the context-
dependent nature of these concerns, especially to be con-
sidered when mitigating disagreements.

6 Conclusion and Discussion

We conducted a study to understand how and why laypeople
perceive various Al use cases as acceptable or not. To
achieve this, we developed a survey that gathered judgments
and reasoning processes from 197 participants who were de-
mographically diverse and had varying levels of experience
with Al Participants were asked to provide their judgments
on the acceptability of Al use cases, along with rationales
for their decisions (e.g., “Should / Should not be developed,
because...”) and conditions that might change their decisions
(e.g., “Iwould switch my decision if...”). The survey covered
ten different Al use cases, spanning both personal and pro-
fessional domains, and included varying levels of risk. Our
findings revealed significant variation in the acceptability
judgments and reasoning factors based on the domain, risk
level, and participants’ attributes, such as Al literacy and
gender. We discuss the implications of these findings below.

Use Case Perceptions and Disagreements In our study,
we explored the varying acceptability of Al across different
use cases. Generally, acceptance was lower in scenarios
with higher educational requirements and greater EU Al risk
levels. Professional use cases displayed more variability,
notably with Elementary School Teacher AI, which was
uniquely unacceptable. This underscores the necessity for
further research into how Al should be developed and
integrated, as well as what skills it should have, particularly
in fields where empathy and care are crucial (Wu et al. 2024;
Kawakami et al. 2024; Borg and Read 2024). In addition,
prior research have also highlighted how AI practitioners
desire understanding lay people’s perception on Al fairness
in specific use cases (Sonboli et al. 2021; Deng et al. 2022;
Smith, Beattie, and Cramer 2023; Deng et al. 2023). Draw-
ing from prior HCI and Al research (Deng et al. 2025; Lee
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Figure 6: Proportion (%) of presence of switching conditions (Functionality, Usage, Societal Impact) mentioned in participant’s
switching conditions (Q4) aggregated by use case and divided into positive and negative development acceptability. The total
proportion of the switching condition by use case is the sum of both positive and negative bars.

etal. 2019; Cheng et al. 2019), future researchers and practi-
tioners should explore how to meaningfully connect lay peo-
ple’s use case perceptions with Al developers’ workflows.

While prior research has emphasized understanding
Al consequences (Kieslich, Helberger, and Diakopoulos
2024) and providing tools and processes to uncover impact
(Wang et al. 2024; Buginca et al. 2023; Deng, Barocas, and
Vaughan 2024), our findings reveal a greater presence of
rule-based reasoning in contentious use cases, suggesting
a need for diverse approaches to understanding Al beyond
mere consequence anticipation. Moreover, while care was
generally predominant, we observed that fairness gained
prominence in Lawyer Al and Government Eligibility
Interviewer Al This variability underscores the importance
of considering values in Al evaluation and training (Barocas
et al. 2021; Bhardwaj et al. 2024), rather than solely
emphasizing functionality, which is the current trend in
Al research (Birhane et al. 2022). Additionally, societal
impact considerations were more evident in unacceptable
use cases, emphasizing the necessity for implementing
safety guardrails when deploying Al with significant social
implications (Solaiman 2023).

Demographics and Al Literacy In line with prior work
(Kingsley et al. 2024; Mun et al. 2024), our results high-
lighted significant differences among demographic groups
and perceived acceptance of use cases, especially for profes-
sional use (§5.2). Non-majority demographic groups, espe-
cially non-male gender groups, found both personal and pro-
fessional use cases less acceptable. Those experiencing high
discrimination chronicity also found professional use less
acceptable. Our findings offer empirical insights for future
research on Al integration in workplaces, where marginal-
ized workers’ agency, income, and well-being are dispropor-
tionately impacted (Ming et al. 2024; Alcover et al. 2021).
Furthermore, our work highlighted a potential polariza-
tion on perceptions of Al among workers as those with 40+
hours employment and those who had advanced degrees
were more positive towards Al use cases, suggesting that
the relationship stakeholders have to Al and jobs might
influence acceptability. This concern was expressed by a
participant who opposed the development of Telemarketer

Al, stating that it “overlaps with my industry, and hence
serves as a threat to my job security” (P35). Thus, our
results corroborate the need to further explore methods to
include diverse workers and various stakeholders into the
discussion of workplace Al integration and development
(Fox et al. 2020; Cheon 2023). We also found that frequent
Al usage increased acceptance, while understanding Al
ethics and limitations decreased acceptance. This suggests
that balanced Al awareness and education, encompassing
usage, skills, and ethics, could guide and improve decision-
making (Raji, Scheuerman, and Amironesei 2021), e.g.,
through educational interventions targeting Al skills and
ethical implication literacy (e.g., Wong and Nguyen 2021;
Shen et al. 2021).

Rationales Through analyzing participants’ rationales,
we observed an interesting pattern: use cases with less
disagreement tended to elicit more cost-benefit (utilitarian)
reasoning, while those with greater disagreement showed
more rule-based (deontological) reasoning (§5.3). This
suggests participants may apply different valuation frame-
works, leading to diverging judgments, and highlights that
some use cases raise concerns beyond simple utilitarian
considerations. Our results thus underscore crucial elements
of participants decision making pattern when only assessing
impact as many prior works have done. Building upon
our empirical findings, future work could develop diverse
open-ended analysis for eliciting deliberations as well as
tools and interventions using specific types of acceptability
reasoning such as rule and value based (Sorensen et al.
2024) or cost-benefit analyses (Li et al. 2024).

However, as our study was limited to the two reasoning
type categories, expanding this analysis would be essential
for future work including finding ways to classify what
features people are considering in their decisions, how the
weights on those features impact what kind of decision-
making strategy they will use, and whether there are other
ways to understand their decision strategies beyond our
current classification. Future research can build upon
these further understandings to guide policy making and
consensus building. For example, future work could explore
how group discussions, beyond individual surveys, shape



communities’ collective understanding of Al impacts (e.g.,
Kuo et al. 2024; Lee et al. 2019; DeVos et al. 2022; Gordon
et al. 2022; Zhang et al. 2023).
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A Additional Survey Details
A.1 Survey Questions

In our survey we ask participants to read one or more de-
scriptions of Al use cases and to make two judgments: 1)
“Do you think a technology like this should exist?” (Q1)
and 2) “If the juse case/, exists, would you use its services?”
(Q5). A question to indicate their level of confidence is asked
following each question (QS5, Q6). The participants are asked
to both elaborate on their decisions (Q3) and specify the con-
ditions under which they would switch their decisions (Q4).
The detailed wordings for the questions are shown in Table
6.

Following the main use case questions in both the main
and second study, we also asked participants questions about
their demographics and literacy levels in Al, and the ques-
tions can be found in Table 7 and 8 respectively.

Lastly, while not included in the main text, we asked par-
ticipants 3 questionnaires about decision making styles to
explore the relationship between several decision making
styles and the actual decisions of the participants. These in-
cluded: (1) Oxford Utilitarianism Scale, (2) Toronto Empa-
thy Questionnaire and (3) Moral Foundations Questionnaire.
The decision making style questions can be found in Table
9, 10 and 11 respectively.

A.2 Use Case Descriptions

See Table12 for labor replacement use cases as shown to the
participants and Table13 for personal health use cases.



Question ID |

Question

| Answer Type

AT Perception Question

(Before)

Al Perception Before

Overall, how does the growing presence of artificial intelligence (Al) in daily life and
society make you feel?

5 Point Likert Scale

Part 1 Specific Questions

UCX-1 Do you think a technology like this should be developed? Yes/No
Uucx-2 How confident are you in your above answer? 5 Point Likert Scale
UCX-3Y Please complete the following: [Use Case] should be developed because... Text
UCX-3N Please complete the following: [Use Case] should not be developed because... Text
UCX-4Y Under what circumstances would you switch your decision from [UCX-2 Answer] should | Text
be developed to should not be developed?
UCX-4N Under what circumstances would you switch your decision from [UCX-2 Answer] should | Text
not be developed to should be developed?
UCX-5 If [Use Case] exists, would you ever use its services (answer yes, even if you think you | Yes/No
would use it very infrequently)?
UcCx-6 How confident are you in your above answer? 5 Point Likert Scale
AT Perception Question (After)
Al Perception After Before we continue, we’d like to get your thoughts on Al one more time. Overall, how | 5 Point Likert Scale

does the growing presence of artificial intelligence (Al) in daily life and society make you

feel?

Table 6: Main Study Specific Question, the ”X” in Question IDs is a placeholder for the use case number, which ranges from 1
to 5, for the 5 use cases in the jobs and personal use cases respectively.

A.3 Participant Details

The demographics of the participants for our study is shown
in Tables 15 to 37. There was a fairly balanced distribution of
participants across the different age groups, although there
was a slightly higher proportion of participants in the 25-
34 years old and 45-54 years old age ranges. In terms of
racial distribution, there were more White/Caucasian partic-
ipants compared to the other races. The gender distribution
was relatively balanced in terms of males vs non-males. The
participants were mostly employed or looking for work and
a majority of them also had at least some form of college
education. Most participants identified as liberal in terms of
political leaning. Participants’ Al literacy scores are shown
in Table 21 and Al Ethics score are shown in Table 22.

Participants were allocated 5 use cases from one of the
scenarios and the allocation between the 2 scenarios are
well-balanced and can be found in Table 14.

A.4 Open-text Annotation Dimensions

Reasoning Type Inspired by previous works in moral psy-
chology, we used two main reasoning types to characterize
participants’ decision making pattern as expressed in their
open-text answers: cost-benefit reasoning and rule-based
reasoning (Cheung, Maier, and Lieder 2024). These two rea-
soning types are rooted in two decision making processes in
moral and wider decision making literature: utilitarian and
deontological reasoning, respectively. Cost-benefit reason-
ing thus considers the possible outcomes and their expected
utility or value when making decisions, and rule-based rea-
soning shows more inherent value in action or entities. See
§ 4.2 for further discussion.

Moral Values To annotate which values were prevalent in
participants’ considerations of use cases, we used five moral
values: care, fairness, loyalty, authority, and purity (Gra-
ham et al. 2011, 2008). While these dimensions have been
re-defined to include more diverse values from participants
beyond WEIRD (white, educated, industrialized, rich, and
democratic) (Atari et al. 2023), we used these five dimen-
sions due to brevity of the questionnaire, which was used in
the survey to provide importance of each values to partici-
pants.

Switching Conditions We annotated concerns expressed
in switching conditions using three categories: functional-
ity (e.g., errors, bias in systems, limited capabilities), usage
(e.g., errors, bias in systems, limited capabilities), and soci-
etal impact (e.g., job loss, over-reliance), inspired by harm
taxonomy developed by Solaiman et al. and user concern
annotation practice adopted by Mun et al..

B Extended Results

Figure 7 shows the distribution of participants’ judgment
variation across categories as discussed in §5.1.

C Open-text Annotation Details
C.1 Automatic Annotation

Methods We used Open-Al’s gpt-40 model with maxi-
mum tokens set to 1024 to control response length, use a
temperature of 0.7 to manage randomness, and keep top_p at
1 with default settings for frequency and presence penalties
at 0. Prompts will be released with data upon acceptance.

Results Results for inter-rater reliability between human
and gpt-4o0 annotations are shown in Table 23.
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D Factors Impacting Acceptability
Judgments
D.1 Use Case Factors

Additional analysis of use case factors showing distribution
of judgments by use case sorted by standard deviation is
shown in Figure 8. Table 24 shows analysis of use case effect

using ANOVA.
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Figure 8: Numerically converted Judgment x Confidence (-
5, 5) by use cases distributions sorted by standard deviation
of both existence and usage (sum; highest to lowest) using
data from Study 1 results.

D.2 Demographics Factors

Additional analysis using ANOVA for demographic factors
is shown in Table 25.

Questionnaires Interestingly, only Loyalty had a signif-
icant effect on both existence (0.20,p < .001) and usage
(0.20,p < .01) as shown in Table 26. Moreover, Empa-
thy had a positive and marginally significant effect for us-
age (.09,p < .1). However, Loyalty, as shown in Figure 5,
does not appear as frequently in participants’ open text re-
sponses compared to values such as Care and Fairness and
is the only value that did not have a significant association
with use cases.

E Factors in Participant Rationale
E.1 Reasoning Types

We show the flow of participants’ decisions and correspond-
ing rationales throughout use cases in Figure 9, which shows
interesting distribution and switching of reasoning types,
which would be interesting for future studies to consider.
Moreover, Table 27 shows that there are almost no relation

between reasoning types used by the participants and the
decision-making style questionnaire results signifying that
the reasoning types might be highly use-case specific rather
than a character trait. It would be interesting to study the
factors that actually influence the choice of reasoning types.

E.2 Impact of Rationale Factors on Judgment

We display the analysis results using ANOVA to understand
the effect of rationale factors on judgment in Table 28.

E.3 Factors Influencing Moral Foundations in
Rationale

In Table 29 we display analysis result using linear mixed
effects on factors that may influence moral foundations ap-
pealed to in participants’ rationales. We find greater relations
with the use cases than personal factors.

F Survey 2: Explicit Weighing of Harms and
Benefits of Use Cases

Although not included in main text, we administered a varia-
tion of our main study where we asked participants to explic-
itly reason through harms and benefits. The decisions were
measured before and after the explicit weighing of harms
and benefits. However, we saw almost no effect.

F.1 Study Overview

To better understand the reasoning behind participants de-
cisions about the judgment and usage of the use cases, we
conducted a second study with 1 survey for each category
(Labor Replacement Use Cases and Personal Use Cases).
The second study includes an additional set of questions to
elicit the harms and benefits of developing and not devel-
oping an use case to better understand the reasoning behind
participants decisions. Furthermore, we asked participants
the judgment and usage decision questions before and after
the set of harms and benefits questions to see if listing out
reasons about an use case would elicit any change in their
decisions. The details of the second study can be found in
F.2 and the results can be found in F.3.

F.2 Setup and Details

While these same set of questions are asked for all five use
cases for our main study, in our second study, participants
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Figure 9: Mapping of decisions and reasoning types. + and - denote positive and negative acceptance. “C” denotes Cost-benefit
analysis and “R” denotes Rule-based reasoning.



Question ID |

Question

D-Ql
D-Q2

D-Q3
D-Q4
D-Q5
D-Q6
D-Q7
D-Q8

D-Q9
D-Q10

D-Ql11
D-QI12

D-Q13

D-Ql4

D — Q15

D — Q15,

D — Q155

D — Q154

D — Q15;

D-Q16

How old are you?

Choose one or more races that you consider
yourself to be

Do you identify as transgender?

How would you describe your gender identity?
How would you describe your sexual orienta-
tion?

What is your present religion or religiosity, if
any?

In general, would you describe your political
views as. ..

What is the highest level of education you have
completed?

In which country have you lived in the longest?
What other countries have you lived in for at
least 6 months?

Which of the following categories best describe
your employment status?

How would you describe the industry your job
would be in? (Select all that apply)

Do you identify with any minority, disadvan-
taged, demographic, or other specific groups? If
so, which one(s)? (E.g., racial, gender identity,
sexuality, disability, immigrant, veteran, etc.);
use commas to separate groups.

(Optional) What are some things that you are
most concerned about lately?

In your day-to-day life how often have any of
the following things happened to you? You are
treated with less courtesy or respect than other
people

In your day-to-day life how often have any of
the following things happened to you? You re-
ceive poorer service than other people at restau-
rants or stores

In your day-to-day life how often have any of
the following things happened to you? People
act as if they think you are not smart

In your day-to-day life how often have any of
the following things happened to you? People
act as if they are afraid of you

In your day-to-day life how often have any of
the following things happened to you? You are
threatened or harassed

If the answer to Q15 is ”A few times a year”
or more frequently to at least one of the state-
ments, what do you think is the main reason for
these experiences? (Select all that apply)

Table 7: Demographic Questions

Question ID | Question

AL-Ql

I can identify the AI technology employed in
the applications and products I use.

I can skillfully use Al applications or products
to help me with my daily work.

I can choose the most appropriate Al applica-
tion or product from a variety for a particular
task.

I always comply with ethical principles when
using Al applications or products.

I am never alert to privacy and information
security issues when using Al applications or
products.

I am always alert to the abuse of Al technology.
How frequently do you use generative Al (i.e.,
artificial intelligence that is capable of produc-
ing high quality texts, images, etc. in response
to prompts) products such as ChatGPT, Bard,
DALL-E 2, Claude, etc.?

How familiar are you with limitations and short-
comings of generative Al?

AL-Q2

AL-Q3

AL-Q4

ALQ5

AI-Q6
AL-Q7

AI-Q8

Table 8: AI Literacy Questions. The questions are on a 7
point likert scale ranging from Strongly disagree to Neutral
to Strongly agree

are randomly allocated a single use case. The second study
differs from the main study with an initial set of judgment
questions without open-text rationales (Q1 - Initial to Q4 -
Initial), which are followed by explicit listing and weighing
of the possible harms and benefits of the use case in the con-
text of both developing and not developing the use case. We
then again ask participants the same set of judgment ques-
tions along with the open-text questions to elaborate on their
reasoning, similar to the main study. To understand how the
judgment and usage decisions are affected by other factors,
we asked the participants about their demographics, ai liter-
acy levels and several other reasoning factors after the main
set of questions, and these questions can be found in §A.1
The main questions for the second study can be found in Ta-
ble 31. The participant demographics for the second study
can be found in Tables 32 to 37. The distribution of each use
case within each scenario (Labor Replacement Use Cases
and Personal Use Cases) for the second study is relatively
well-balanced and can be found in Table 30.

F.3 Results

To explore the possible impact of explicitly weighing harms
and benefits of a use case on participant’s decision, we an-
alyzed the participant’s judgment of acceptability before
and after explicit weighing of harms and benefits (Study
2; see Table31 for details on questions asked). The Type
IIT ANOVA with Satterthwaite’s method for measurement
time (before, after) indicated a marginally significant ef-
fect F'(1,201.05) = 3.371,p = 0.0678 on usage judgment
weighed by confidence, which suggests that explicit harms
and benefits weighing may have an influence, albeit not at
conventional significance levels. We further analyzed rea-
soning effect on each subset of data pertinent to each use



Question ID |

Question

Utill

Util2

Util3

Util4

Util5

Util6

Util7

Util8

Util9

If the only way to save another person’s life dur-
ing an emergency is to sacrifice one’s own leg,
then one is morally required to make this sacri-
fice.

It is morally right to harm an innocent person if
harming them is a necessary means to helping
several other innocent people.

From a moral point of view, we should feel
obliged to give one of our kidneys to a per-
son with kidney failure since we don’t need two
kidneys to survive, but really only one to be
healthy.

If the only way to ensure the overall well-being
and happiness of the people is through the use
of political oppression for a short, limited pe-
riod, then political oppression should be used.
From a moral perspective, people should care
about the well-being of all human beings on
the planet equally; they should not favor the
well-being of people who are especially close
to them either physically or emotionally

It is permissible to torture an innocent person if
this would be necessary to provide information
to prevent a bomb going off that would kill hun-
dreds of people.

It is just as wrong to fail to help someone as it
is to actively harm them yourself.

Sometimes it is morally necessary for innocent
people to die as collateral damage if more peo-
ple are saved overall.

It is morally wrong to keep money that one
doesn’t really need if one can donate it to causes
that provide effective help to those who will
benefit a great deal.

Question ID | Question

Empathy1
Empathy?2
Empathy3
Empathy4

Empathy5
Empathy6

Empathy7

Empathy8
Empathy9
Empathy10

Empathy11
Empathy12

Empathy13
Empathy14

Empathy15
Empathy16

When someone else is feeling excited, I tend to
get excited too.

Other people’s misfortunes do not disturb me a
great deal.

It upsets me to see someone being treated disre-
spectfully.

I remain unaffected when someone close to me
is happy.

I enjoy making other people feel better.

I have tender, concerned feelings for people less
fortunate than me.

When a friend starts to talk about his/her prob-
lems, I try to steer the conversation towards
something else.

I can tell when others are sad even when they
do not say anything.

I find that I am “in tune” with other people’s
moods.

I do not feel sympathy for people who cause
their own serious illnesses.

I become irritated when someone cries.

I am not really interested in how other people
feel.

I get a strong urge to help when I see someone
who is upset.

When I see someone being treated unfairly, I do
not feel very much pity for them.

I find it silly for people to cry out of happiness.
When I see someone being taken advantage of,
I feel kind of protective towards him/her.

Table 9: Utilitarianism Questions. The questions are on a 7-
point likert scale ranging from 1 (Strongly Disagree) to 7

(Strongly Agree)

Table 10: Empathy Questions. The questions are on a 5 point
likert scale ranging from Never to Always.



Question ID | Question

Moral Foundation Questionnaire (First Half)

When you decide whether something is right or
wrong, to what extent is the following consider-
ation relevant to your thinking?

MEQ 1 Whether or not someone suffered emotionally

MEFQ 2 Whether or not some people were treated differ-
ently than others

MEFQ 3 Whether or not someone’s action showed love
for his or her country

MFQ 4 Whether or not someone showed a lack of re-
spect for authority

MFQ 5 Whether or not someone violated standards of
purity and decency

MFQ 6 Whether or not someone was good at math

MFQ 7 Whether or not someone cared for someone
weak or vulnerable

MFQ 8 Whether or not someone acted unfairly

MEFQ 9 Whether or not someone did something to be-

tray his or her group

MEFQ 10 Whether or not someone conformed to the tra-
ditions of society
MFQ 11 Whether or not someone did something disgust-

ing

Moral Foundation Questionnaire (Second Half)

MEQ 12 Compassion for those who are suffering is the
most crucial virtue.

MFQ 13 When the government makes laws, the number
one principle should be ensuring that everyone
is treated fairly.

MEFQ 14 I am proud of my country’s history.

MEQ 15 Respect for authority is something all children
need to learn.

MEQ 16 People should not do things that are disgusting,
even if no one is harmed.

MEQ 17 It is better to do good than to do bad.

MFQ 18 One of the worst things a person could do is hurt
a defenseless animal.

MEFQ 19 Justice is the most important requirement for a
society.

MEFQ 20 People should be loyal to their family members,
even when they have done something wrong.

MFQ 21 Men and women each have different roles to
play in society.

MEFQ 22 I would call some acts wrong on the grounds

that they are unnatural.

Table 11: Moral Foundation Questionnaire: 20 Questions.
The first part of the questionnaire consists of 11 questions on
a 6-point likert scale ranging from 0 (Not At All Relevant)
to 5 (Extremely Relevant). The second part of the question-
naire consists of 11 questions on a 6-point likert scale rang-
ing from O (Strongly Disagree) to 5 (Strongly Agree). Note:
Questions MFQ 6 and 17 are meant to catch participants that
are not answering the questionnaire properly and are not in-
cluded in the MFQ score calculation.

case through a mixed effects regression model with judg-
ment metric as a dependent variable and measurement time
as an independent variable with random effect from sub-
ject. Interestingly, the result was significant for Customized
Lifestyle Coach Al across different judgments including, ex-
istence (5 = —0.40,SE = 0.18,p < .05), confidence-
weighed existence (5 = —1.05,SE = 0.51,p < .05), and
confidence-weighed usage judgments (5 = —0.75,SE =
0.38,p < .05). Explicit weighing also had a significant ef-
fect on confidence of existence judgment for Digital Medical
Advice Al (8 = 0.30,SE = 0.11,p < .01). The nega-
tive coefficients for Customized Lifestyle Al suggests that
weighing harms and benefits caused participants to lower
acceptance and positive coefficient to confidence on judg-
ments on Digital Medical Al suggests that weighing harms
and benefits solidified decisions. These diverging effects sig-
nify an interesting interaction between use cases and explicit
weighing of harms and benefits.



Use Case

Education Level

Description

Lawyer Al

High: Doctoral or Profes-
sional Degree, Master’s De-
gree

Imagine an Al system that performs the tasks of a Lawyer dig-
itally. The AI system advises and represents clients on digital
legal proceedings or transactions. The system can read, write,
and talk fluently. It has expert-level knowledge, can browse the
internet, and can process and read massive amounts of data. We
will refer to the Al system as Lawyer Al in the rest of the survey.

Elementary School Teacher Al

Middle High: Bachelor De-
gree, Associate Degree

Imagine an Al system that performs the tasks of an Elemen-
tary School Teacher digitally. The Al system teaches academic
skills to students at the elementary school level through online
interactions. The system can read, write, and talk fluently. It has
expert-level knowledge, can browse the internet, and can pro-
cess and read massive amounts of data. We will refer to the Al
system as Elementary School Teacher Al in the rest of the sur-
vey.

IT Support Specialist Al

Middle: Some College No
Degree, Postsecondary
Nondegree Award

Imagine an Al system that performs the tasks of an IT Support
Specialist digitally. The Al system maintains computer networks
and provides technical help to computer users. The system can
read, write, and talk fluently. It has expert-level knowledge, can
browse the internet, and can process and read massive amounts
of data. We will refer to the Al system as IT Support Specialist
Al in the rest of the survey.

Government Eligibility Interviewer Al

Middle Low: High School
Diploma or Equivalent

Imagine an Al system that performs the tasks of an Eligibility
Interviewer for Government Programs digitally. This Al system
determines eligibility of persons applying to receive assistance
from government programs and agency resources, such as wel-
fare, unemployment benefits, social security, and public hous-
ing. The system can read, write, and talk fluently. It has expert-
level knowledge, can browse the internet, and can process and
read massive amounts of data. We will refer to the Al system as
Government Eligibility Interviewer Al in the rest of the survey.

Telemarketer Al

Low: No Formal Educa-
tional Credential

Imagine an Al system that performs the tasks of a Telemarketer
digitally. The Al system solicits donations or orders for goods or
services over the telephone. The system can read, write, and talk
fluently. It has expert-level knowledge, can browse the internet,
and can process and read massive amounts of data. We will refer
to the Al system as Telemarketer Al in the rest of the survey.

Table 12: Labor replacement use case description and corresponding education levels



Use Case

EU Risk Level

Description

Digital Medical Advice Al

High

Imagine an Al system that provides preliminary medical assessments to help pa-
tients get efficient medical consultations and treatment (i.e., medical advice). It an-
alyzes physical characteristics, reported symptoms, and medical history to suggest
potential health issues, provide treatment plans, or direct patients to appropriate
medical professionals and facilities. In emergencies, it can also act as a triage tool
used by medical institutions to prioritize care. The system can read, write, and talk
fluently. It has expert-level knowledge, can browse the internet, and can process and
read massive amounts of data. We will refer to the Al system as Digital Medical
Advice Al in the rest of the survey.

Customized Lifestyle Coach Al

High / Limited

Imagine an Al system that offers personalized advice on how to manage healthy
lifestyles and enhance wellness (i.e., customized lifestyle coaching). Beyond health
tracking, it provides actionable insights on integrating fitness routines, dietary ad-
justments, and mindfulness practices into your daily schedule. The health data it
collects can also be used to provide accurate information for life and health insur-
ance. The system can read, write, and talk fluently. It has expert-level knowledge,
can browse the internet, and can process and read massive amounts of data. We will
refer to the Al system as Customized Lifestyle Coach Al in the rest of the survey.

Personal Health Research Al

Limited

Imagine an Al system that summarizes and documents complex research findings
related to personal health issues users are interested in (i.e., personalized health
research findings). It translates medical jargon into accessible language, explains
the latest studies relevant to conditions of user interest, and provides a summary of
the overall findings. The system can read, write, and talk fluently. It has expert-level
knowledge, can browse the internet, and can process and read massive amounts of
data. We will refer to the Al system as Personal Health Research Al in the rest of
the survey.

Nutrition Optimizer AL

Limited / Low

Imagine an Al system that organizes meal schedules and optimizes nutritional in-
take based on a user’s specific health goals (i.e., optimal nutrition plan). It crafts
recipes, meal plans, and grocery lists optimized for users’ culinary preferences, di-
etary needs, fitness ambitions, and lifestyle. The system can read, write, and talk
fluently. It has expert-level knowledge, can browse the internet, and can process and
read massive amounts of data. We will refer to the Al system as Nutrition Optimizer
Al in the rest of the survey.

Flavorful Swaps Al

Low

Imagine an Al system that aims to enhance users’ diets by suggesting delicious,
health-conscious alternatives to unhealthy favorite foods (i.e., healthy flavorful
swaps). It offers meal swaps that maintain satisfying flavors while being aligned
with users’ health and dietary goals. The system can read, write, and talk fluently.
It has expert-level knowledge, can browse the internet, and can process and read
massive amounts of data. We will refer to the Al system as Flavorful Swaps Al in
the rest of the survey.

Table 13: Personal health use cases and corresponding EU risk levels



Use Case

| Participants Allocated

Personal Use Cases

Digital Medical Advice
Customized Lifestyle Coach
Personal Health Research
Nutrition Optimizer
Flavorful Swaps

97

Labor Replacement Use Cases

Lawyer

Elementary School Teacher

IT Support Specialist

Government Eligibility Interviewer
Telemarketer

100

Table 14: Participant a